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* Imitation learning and inverse RL
* Learning from other sources of data — Pairwise Comparisons

* Learning from other sources of data — Foundation Models



Behavioral Cloning

arg mein IE(s,a*)~P*L(a*» Tlg (S)) /-\

Works well when P* is close to Pg

Collect Supervised
Direct Policy Learning (via Interactive Demonstrator) Demonstrations Learning
Requires Interactive Demonstrator (BC is a 1-step special case)
Rollout in
Inverse RL RL piblem Environment
Learn r such that: [ \

n* = arg max IE5~P(S|9)T(S, Tg(S))

Assume learning r is statistically easier than directly learning *



* Imitation learning and inverse RL
* Learning from other sources of data — Pairwise Comparisons

e Learning from other sources of data — Foundation Models
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Actively synthesizing queries
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* Imitation learning and inverse RL
* Learning from other sources of data — Pairwise Comparisons

* Learning from other sources of data — Foundation Models



Negotiation Domain
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Task description (p;)

Example from user describing
objective (versatile behavior)

(,02)

Episode outcome described as
string using parse f (p3)

Question (py)

Prompt (p)

Alice and Bob are negotiating how to split a set of
books, hats, and balls.

Alice : propose: book=1 hat=1 ball=0
Bob : propose: book=0 hat=1 ball=0
Alice : propose: book=1 hat=0 ball=1

Agreement!
Alice : 4 points
Bob :5 points

Is Alice a versatile negotiator?

Yes, because she suggested different proposals.

Alice : propose: book=1 hat=1 ball=0
Bob : propose: book=0 hat=1 ball=0
Alice : propose: book=1 hat=1 ball=0

Agreement!
Alice : 5 points
Bob :5 points

Is Alice a versatile negotiator?

1
Feed prompt (2)

(p) LIM LLM provides

textual output

Construct “No”
prompt (p)
(3)
Convert to int “(”
(5) using parse g
Summarize and use as

episode outcome reward signal

as string (p3) '
. (4) Update agent (Alice)
using parser f weights and run an
episode




* Imitation learning and inverse RL
* Learning from other sources of data — Pairwise Comparisons

* Learning from other sources of data — Foundation Models



 Game-Theoretic Views on Multi-Agent Interactions

e Partner Modeling: Active Info Gathering over Human’s Intent

e Partner Modeling: Learning and Influencing Latent Intent

e Partner Modeling: Role Assignment



Today’s itinerary

 Game-Theoretic Views on Multi-Agent Interactions

Partner Modeling: Active Info Gathering over Human’s Intent

Partner Modeling: Learning and Influencing Latent Intent

Partner Modeling: Role Assignment



Learning from Humans

2\, -
. Human-Robot
i Interaction D

Existing research explores how robots adapt to humans

* Imitation learning
* Learning from demonstrations



Influencing Humans

4
%A_l!_- Human-Robot
i Interaction

Far less studies how robots influence humans
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Nth order Theory of Mind
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[Sadigh, Sastry, Seshia, Dragan, RSS 2016, IROS 2016, AURO 2018]












An autonomous car’s
actions will affect the actions of other
drivers.






Source: https://twitter.com/nitguptaa/



Interaction as a Dynamical System

direct control
over i

indirect @

control over 14,



Interaction as a Dynamical System

Up = argmax Rp(x, 11, tyr (1))
R

Find optimal actions for the
robot while accounting for
the human response /.

Model 1, as optimizing @
the human reward
function Ry4.

Uz (x,up) = argmax Rop(x, 119, Usr)
H

Sadigh et al. RSS 2016, AURO 2018



Learning Driver Models

Learn Human’s reward function based on Inverse
Reinforcement Learning:

exp (R (x, ug, Ugr))
J exp(Rac (x, ug, fig)) d Uiy

P(ugc|x,w) =

R}[(X, Uuxg, uf}[) — WT ¢(x, U, Uj-[)

| A
0

Features for the Features for staying Features for avoiding
boundaries of the road. inside the lanes. other vehicles.

[Ziebart’ 09] [Levine’10]



Interaction as a Dynamical System

Up = argmax Ry (%, tp, vy (6, up))
R

Find optimal actions for the
robot while accounting for
the human response 1.;,.

Model 1, as optimizing @
the human reward
function Ry4.

Uqr(x,up) = argmax Rqep (X, 1ip, 1)
Uz



— Receding Horizon Control:

Plan for short time horizon, replan at every step.

— Model the problem as a Stackelberg game.
Give the human full access to ug for the short time horizon.



Nth order Theory of Mind






— Receding Horizon Control:

Plan for short time horizon, replan at every step.

— Model the problem as a Stackelberg game.
Give the human full access to ug for the short time horizon.

(x,1u5) = argmax Ry (X, Up, Us)
Ugs

— Assume deterministic human model.



Solution of Nested Optimization

up = argmax Ry (x, tip, i (X, Up))
Uup N

Re(x, iz, 13) = ) r(xt,ufy )
t=1

Gradient-Based Method (Quasi-Newton):

Ry (x,1p, 19,)

6R;R _ 0R5R au;[ + 0R5R
6ugg B aUg.[ 6u73 au:R

2

Uy (x, up) = argmax Rep (X, 1ip, Usy)
Uy

N

Rac(x, iy 1) = ) 13 (et 1y, 146)
t=1



Solution of Nested Optimization

Quasi-Newton method:

BRR _ GRR 6u;[ n OR;R
au:;g B OU}[ Ougg Ougg

=

Given Ry is:,

* smooth,

* its minimum is attained,

for an unconstrained optimization,
the partial g%“ at the optimum u,

evaluates to zero.
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Using robot motion to coordinate
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We can’t rely on a
driver model.

We need to
between different drivers.



bt+1(0) < be(0) - p(uge|xe, 6)
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Drivers respond to
actions of other cars.

...We have an opportunity to
actively gather information.



br+1(0) x b (0) - p(uge|xe, 6, 1uz)
Info Gathering

"H(b,) — |

H(be+1)

Ryp(x,ug;, 0,1up) =
+4 - Rgoal (%, ugg, 0, uz)

%_/

Goal




br+1(0) x b (0) - p(uge|xe, 6, 1uz)
Info Gathering

/_H

Rz (x, ug, 0,uz) = H(b;) — H(besq)
+4 - Rgoal (%, ugg, 0, uz)

%_J

Goal

up = argmax Eg[Rz]|
ug




Info Gathering

/_H

Rz (x, ug, 0,uz) = H(b;) — H(besq)
+4 - Rgoal (%, ugg, 0, uz)

%_J

Goal
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forward y-direction of human




Robot Active Info Gathering
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Belief over Driving Style: Active vs Passive
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Key Idea:

Robot’s actions human’s actions. We want to these
effects for better safety and efficiency and better estimation.



 Game-Theoretic Views on Multi-Agent Interactions

e Partner Modeling: Active Info Gathering over Human’s Intent



